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Theoretical note

Higher-order preferences

and the Master Rationality Motive

Keith E. Stanovich
University of Toronto, Canada

The cognitive critique of the goals and desires that are input into the implicit
calculations that result in instrumental rationality is one aspect of what has
been termed broad rationality (Elster, 1983). This cognitive critique involves,
among other things, the search for rational integration (Nozick, 1993)—that is,
consistency between first-order and second-order preferences. Forming a
second-order preference involves metarepresentational abilities made possible
by mental decoupling operations. However, these decoupling abilities are
separable from the motive that initiates the cognitive critique itself. I argue that
Velleman (1992) has identified that motive (‘‘the desire to act in accordance
with reasons’’), and that it might be operationalisable as a thinking disposition
at a very superordinate cognitive level. This thinking disposition, the Master
Rationality Motive, is likely to be of particular importance in explaining
individual differences in the tendency to seek rational integration. Preliminary
research on related constructs suggests that this construct is measurable.

Multiple-process models of mind, including dual-process theories (Evans,
2003, 2006, 2007; Evans & Over, 1996, 2004; Kahneman & Frederick, 2002,
2005; Sloman, 1996; Stanovich, 1999, 2004), are now enjoying a resurgence in
psychology. Such models capture a phenomenal aspect of human decision
making that is little commented upon, yet is of profound importance—that
humans often feel alienated from their choices. We display what both folk
psychology and philosophers term weakness of will. For example, we
continue to smoke when we know that it is a harmful habit. We order a sweet
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after a large meal, merely an hour after pledging to ourselves that we will not.
But we display alienation from our responses even in situations that do not
involve weakness of will—we find ourselves recoiling from the sight of a
disfigured person even after a lifetime of dedication to diversity and inclusion.

This feeling of alienation, although emotionally discomfiting when it
occurs, is actually a reflection of a unique aspect of human cognition—the
use of the metarepresentational abilities of the analytic system to enable a
cognitive critique of our beliefs and our desires. Beliefs about how well we
are forming beliefs become possible because of such metarepresentation, as
does the ability to evaluate one’s own desires—to desire to desire differently.
In this theoretical note, I focus on the latter—so-called higher-level
preferences. Humans alone (see Povinelli & Bering, 2002; Povinelli &
Giambrone, 2001) appear to be able to represent a model not only of the
actual preference structure currently acted upon, but in addition a model of
an idealised preference structure.

In this essay, I discuss two mental capacities that enable thinking about
higher-level preferences. The first, cognitive decoupling, is an algorithmic-
level construct (see Anderson, 1990; Dennett, 1987; Newell, 1982; Stanovich,
1999; Sterelny, 1990) and it will be discussed briefly because it has received
considerable attention in disparate literatures in cognitive science. The
second construct—a motive at the intentional level of mental understanding
(e.g., Dennett, 1987; Newell, 1982)—is more of a thinking disposition and
will be introduced in this essay.

COGNITIVE DECOUPLING ENABLES
METAREPRESENTATION

In order to reason hypothetically, a person must be able to represent a belief
as separate from the world it is representing. Numerous cognitive scientists
have discussed so-called decoupling skills—the mental abilities that allow us
to mark a belief as a hypothetical state of the world rather than a real one
(e.g., Carruthers, 2002; Cosmides & Tooby, 2000; Dienes & Perner, 1999;
Evans & Over, 1999, 2004; Frankish, 2004; Jackendoff, 1996; Sperber,
2000). Decoupling skills prevent our representations of the real world from
becoming confused with representations of imaginary situations (simula-
tions) that we create on a temporary basis in order predict the effects of
future actions or to think of the consequences of pursuing alternative goals
and desires. For example, when considering an alternative goal state
different from the current goal state, one needs to be able to represent
both—to represent one state of affairs as actual and another as hypothetical.

In short, a decoupled secondary representation—to use Perner’s (1991)
term—is necessary in order to avoid so-called representational abuse
(Leslie, 1987)—the possibility of confusing our simulations with our
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primary representations of the world as it actually is. The cognitive
operation of decoupling, or what Nichols and Stich (2003) term cognitive
quarantine, prevents our representations of the real world from becoming
confused with representations of imaginary situations. In dual-process
models, cognitive decoupling (outside the domain of behavioural predic-
tion—so-called ‘‘theory of mind’’) is largely a System 2 operation. I have
conjectured (Stanovich, 2004, in press) that the raw ability to sustain mental
simulations while keeping the relevant representations decoupled is likely to
be the key aspect of the brain’s computational power that is being assessed
by measures of fluid intelligence (on fluid intelligence, see Carroll, 1993;
Horn & Cattell, 1967; Horn & Noll, 1997; Kane & Engle, 2002; Unsworth &
Engle, 2005). Indeed, decoupling is the key operation of System 2 that
accounts for its seriality and most importantly its computational expense.
Such a view is consistent with much recent work on executive function and
working memory (Conway, Kane, & Engle, 2003; Duncan, Emslie,
Williams, Johnson, & Freer, 1996; Engle, 2002; Gray, Chabris, & Braver,
2003; Kane & Engle, 2002, 2003; Salthouse, Atkinson, & Berish, 2003;
Unsworth & Engle, 2005, 2007).

Cognitive decoupling underlies the ability to reason about alternative
preferences and to form higher-order preferences. However, it is not in itself
the motive for forming higher-level preferences. There must be a
motivational mechanism that creates the need for such self-evaluation. In
the remainder of this essay I will speculate about the nature of this motive,
and argue that it is a dispositional variable at a high level of generality that
is, nonetheless, potentially measurable. I shall begin with a brief introduc-
tion to higher-order preferences, as they have been treated by philosophers
and various decision scientists, including a discussion of Nozick’s (1993)
notion of rational integration: that we should strive for consistency in our
preference hierarchy.

HIGHER-ORDER PREFERENCES AND RATIONAL
INTEGRATION

There is a philosophical literature on the notion of higher-order evaluation
of desires (Bratman, 2003; Dworkin, 1988; Harman, 1993; Lehrer, 1990,
1997; Lewis, 1989; Maher, 1993; Taylor, 1989; Watson, 1975), and it is one
that is of potential theoretical interest for decision scientists (see Flanagan,
1996, for an insightful discussion that is informed by cognitive science).
For example, in a classic paper on second-order desires, Frankfurt
(1971) speculated that only humans have such metarepresentational states.
He evocatively termed creatures without second-order desires (other
animals, human babies) ‘‘wantons’’. To say that a wanton does not form
second-order desires does not mean that they are heedless or careless about

MASTER RATIONALITY MOTIVE 113



D
ow

nl
oa

de
d 

B
y:

 [J
am

es
 M

ad
is

on
 U

ni
ve

rs
ity

] A
t: 

18
:0

8 
27

 F
eb

ru
ar

y 
20

08
 

their first-order desires. Wantons can be rational in the purely instrumental
sense. Wantons may well act in their environments to fulfil their goals with
optimal efficiency. A wanton simply does not reflect upon his/her goals.
Wantons want—but they do not care what they want.

What I have been calling a critique of one’s own desire structure can
be more formally explicated in terminology more commonly used by
economists, decision theorists, and cognitive psychologists (see Jeffrey, 1974;
Kahneman & Tversky, 2000; Slovic, 1995; Tversky, Slovic, & Kahneman,
1990)—that is, in terms of second-order preferences (a preference for a
particular set of first-order preferences). For example, imagine that: John
prefers to smoke. Then using the preference relationship that is the basis for
the formal axiomatisation of utility theory, we have:

S pref *S

However, humans alone appear to be able to represent a model of an
idealised preference structure—perhaps, for example, a model based on a
superordinate judgement of long-term lifespan considerations (or what
Gauthier, 1986, calls considered preferences). So a human can say: I would
prefer to prefer not to smoke. Only humans can decouple from a first-order
desire and represent, in preference notation:

(*S pref S) pref (S pref *S)

This second-order preference then becomes a motivational competitor to
the first-order preference. At the level of second-order preferences, John
prefers to prefer to not smoke; nevertheless, as a first-order preference, he
prefers to smoke. The resulting conflict signals that John lacks what Nozick
(1993) terms rational integration in his preference structure. Such a
mismatched first-order/second-order preference structure is one reason
why humans are often less rational than bees in an axiomatic sense (see
Stanovich, 2004, pp. 243 – 247). This is because the struggle to achieve
rational integration can destabilise first-order preferences in ways that make
them more prone to the context effects that lead to the violation of the basic
axioms of utility theory.

The struggle for rational integration is also what contributes to the
feeling of alienation that people in the modern world often feel when
contemplating the choices that they have made. People easily detect when
their high-order preferences conflict with the choices actually made.

There is of course no limit to the hierarchy of higher-order desires that
might be constructed. But the representational abilities of humans may set
some limits—certainly three levels seems a realistic limit for most people in
the nonsocial domain (Dworkin, 1988). However, third-order judgements
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can be called upon to help achieve rational integration at lower levels. So,
for example, John, the smoker, might realise when he probes his feelings
that:

He prefers his preference to prefer not to smoke
over his preference for smoking:
[(*S pref S) pref (S pref *S)] pref [S pref *S]

We might in this case say that John’s third-order judgement has ratified
his second-order evaluation. Presumably this ratification of his second-order
judgement adds to the cognitive pressure to change the first-order preference
by taking behavioural measures that will make change more likely (entering
a smoking secession programme, consulting his physician, staying out of
smoky bars, etc.). On the other hand, a third-order judgement might
undermine the second-order preference by failing to ratify it:

John might prefer to smoke more than
he prefers his preference to prefer not to smoke
[S pref *S] pref [(*S pref S) pref (S pref *S)]

In this case, although John wishes he did not want to smoke, the
preference for this preference is not as strong as his preference for smoking
itself. We might suspect that this third-order judgement might not only
prevent John from taking strong behavioural steps to rid himself of his
addiction, but that over time it might erode his conviction in his second-
order preference itself, thus bringing rational integration to all three levels.

Typically, philosophers have tended to bias their analyses towards the
highest-level desire that is constructed—privileging the highest point in the
regress of higher-order evaluations, using that as the foundation, and
defining it as the true self. Modern cognitive science would suggest instead a
Neurathian project in which no level of analysis is uniquely privileged.
Philosopher Otto Neurath (1932/33; see Quine, 1960, pp. 3 – 4) employed
the metaphor of a boat having some rotten planks. The best way to repair
the planks would be to bring the boat ashore, stand on firm ground, and
replace the planks. But what if the boat could not be brought ashore?
Actually, the boat could still be repaired, but at some risk. We could repair
the planks at sea by standing on some of the planks while repairing others.
The project could work—we could repair the boat without being on the firm
foundation of ground.

The Neurathian project is not guaranteed, however, because we might
choose to stand on a rotten plank. Nothing in Frankfurt’s (1971) notion of
higher-order desires guarantees against higher-order judgements being infec-
ted by memes that are personally damaging (see Blackmore, 1999, 2005;
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Dawkins, 1993; Dennett, 1991, 2006; Distin, 2005; Laland & Brown, 2002).
For example, in the case of John the smoker, imagine that the two higher-
order judgements had enough cognitive weight to lead him to take behavioural
steps (therapy, etc.) to overturn his first-order desire, and he did so. It is,
however, unnerving to realise that John’s desire structure and resolution has
exactly the same structure as that of the terrorist hijackers who destroyed
thousands of lives in the September 11, World Trade Center attack.

An (obviously oversimplified) model might be that, like most people,
even the hijackers—at least at one time—had a wanton desire for life over
any religious martyrhood that they imagined. They preferred life to
martyrhood:

LIFE pref MARTYR

But at some point in their lives, a faith-based memeplex found them to be
good hosts and became the basis of a second-order judgement on their first-
order desires. At some point in their lives, although they preferred life to
martyrdom, they began to wish that they did not. They began to appreciate
people who were terrorist martyrs even though they were not prepared to be
one themself. They began to wish that they could be like those people. They
preferred to prefer martyrhood to life:

(MARTYR pref LIFE) pref (LIFE pref MARTYR)

Perhaps the mismatched preference structure created the same discomfort
that John, the smoker, felt after he had decided that he wished he did not
prefer to smoke. The discomfort of the mismatched preference structure
creates motivation to achieve rational integration. This might have spawned
a third-order evaluation of the second-order preference—the person might
have asked himself: am I right to have this second-order preference to prefer
to prefer martyrdom? But since the terrorist is immersed in the same
conceptual community that caused the original second-order judgement to
be made—the same community that was the environment for the memeplex
that caused the lack of rational integration in the first place—then it is likely
that, as in the smoking example, the third-order judgement will ratify the
second-order preference:

They will prefer their preference to prefer martyrhood to life over
their preference for life
[(MARTYR pref LIFE) pref (LIFE pref MARTYR)] pref [LIFE pref MARTYR]

But if that, as in the smoking example, begins the cognitive/behavioural
cascade that leads to the flipping of the first-order preference, rational
integration is achieved by murdering thousands of innocent people.
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This unnerving example illustrates that there is no substitute for the
Neurathian project of examining—in turn, and recursively—the planks
represented by each level of judgement. We achieve coherence, float in our
boat for a while, bring a different level of judgement into question, perhaps
flip a preference relation causing incoherence that must be brought into
reflective equilibrium again, this time perhaps by giving a different level of
judgement priority.

Clearly we are not endorsing here a simple Platonic view where the lower
mind (System 1) should always be ruled by the higher (System 2). There is a
philosophical literature (e.g., Bennett, 1974; McIntyre, 1990) on cases like
that of the Mark Twain character Huckleberry Finn. Huck helped his slave
friend Jim run away because of very basic feelings of friendship and
sympathy. However, Huck begins to have doubts about his action once he
starts explicitly reasoning about how it is morally wrong for slaves to run
away and for whites to help them. In this case, we want Huck to identify
with the emotions emanating from System 1 modules and to reject the
explicit morality that he has been taught.

The point of the terrorist and Huck Finn examples is that rational
integration is not always achieved by simply flipping preferences that are in
the minority across the levels of analysis; nor can it always best be achieved
by the simple rule of giving priority to the highest level. Part of rational
integration is the evaluation of the memes that form the values that are the
basis of the higher-order evaluations. Note also that it is not just reflective
higher-order preferences that are potentially meme-based. Certain higher-
level evaluations can become so practised that they become reflexive, first-
order goals. This of course is the purpose of the repetition of things like
Victorian moral codes. Their promoters are hoping to make these
judgements into reflexive responses rather than objects of analytic reflection
(where processes of criticism might reject them).

Philosophers have thought that unless we had a level of cognitive analysis
(preferably the highest one) that was foundational, something that we value
about ourselves (various candidates in the philosophical literature have been
personhood, autonomy, identity, and free will) would be put in jeopardy.
Hurley (1989), in contrast, endorses a Neurathian view in which there does
not exist either a ‘‘highest platform’’ or a so-called true-self, outside the
interlocking nexus of desires. She argues that ‘‘the exercise of autonomy
involves depending on certain of our values as a basis for criticizing and
revising others, but not detachment from all of them, and that autonomy
does not depend on a regress into higher and higher order attitudes, but on
the first step’’ (p. 364). In short, the uniquely human project of self-
definition begins at the first step, when an individual begins to climb the
ladder of hierarchical values—when a person has, for the first time, a
problem of rational integration.
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But how do we know that a person is engaging deeply in such a process of
self-definition and rational integration? Interestingly, perhaps the best
indicator is when we detect a mismatch between a person’s first-order and
second-order desires with which the person is struggling: The person avows
a certain set of values that imply that they should prefer to do something
other than they do. However, when we do not detect such a struggle, the
state of a person’s preference hierarchy is ambiguous. The person might
never engage in forming higher-order preferences—or they might well have
a second-order preference that endorses their first-order preference and thus
no internal struggle will be apparent in behaviour because there is none.

WHAT MOTIVATES THE SEARCH FOR RATIONAL
INTEGRATION?

However, even if preference structures display inconsistencies, the mere
existence of such inconsistency in and of itself is not enough to initiate the
process of conflict resolution. No dual-process theorist would posit that
rational integration is an automatic process. It is more likely an effortful
System 2 process that needs motivational force to initiate. An important
philosophical paper by Velleman (1992) provides guidance to psychologists
in modelling and measuring the mechanisms involved in the process of
rational integration. Velleman (1992) attempts to unpack Frankfurt’s (1971)
idea that ‘‘the agent’s role is to adjudicate conflicts of motives’’ (p. 476).
Under Frankfurt’s view, Velleman points out (1992, p. 477), the role of
adjudicator cannot be taken up by a higher-order attitude itself, because
these will be always subject to review themselves:

The functional role of agent is that of a single party prepared to reflect on, and
take sides with, potential determinants of behavior at any level in the hierarchy
of attitudes; and this party cannot be identical with any of the items on which
it must be prepared to reflect or with which it must be prepared to take sides.
Thus, the agent’s role cannot be played by any mental states or events
whose behavioral influence might come up for review in practical thought at
any level.

Velleman then asks: ‘‘What mental event or state might play this role
of always directing but never undergoing such scrutiny?’’ and answers
(p. 477):

It can only be a motive that drives practical thought itself. That is, there must be a
motive that drives the agent’s critical reflection on, and endorsement or rejection
of, the potential determinants of his behavior, always doing so from a position of
independence from the objects of review. Only such a motive would occupy the
agent’s functional role, and only its contribution to his behavior would constitute
his own contribution.
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In short, the concerns that drive practical thought in the search for
rational integration cannot be Frankfurt’s second-order desires themselves
because these serve as the objects of reflection. Instead it must be something
closer to the motive towards rational integration itself. So Velleman (p. 478)
argues that

some motive must be behind the processes of practical thought—from the initial
reflection on motives, to the eventual taking of sides; and from second-order
reflection to reflection at any higher level—since only something that was always
behind such processes would play the causal role ordinarily attributed to the agent.

Velleman (1992) asks us to get used to that idea that practical thought
itself (Manktelow, 2004; Millgram, 2001; Over, 2004) is propelled by a
distinctive motive. For Velleman that motive is: ‘‘your desire to act in
accordance with reasons, a desire that produces behavior, in your name, by
adding its motivational force to that of whichever motives appear to provide
the strongest reasons for acting’’ (p. 479). This attitude, for Velleman,
performs the function of agency.

I would contend that what Velleman (1992) has identified is a motive at
such a high level of generality that we might want to call it the Master
Rationality Motive (MRM). It is the motive that drives the search for
rational integration across our preference hierarchies. Importantly, Nozick
(1993) has argued that it is not a particular algorithm for rational
integration that is rational. Instead, what is rational is the felt need for
rational integration. The need for rational integration is probably a function
of the strength of the Master Rationality Motive, and individual differences
in the former probably arise because of individual differences in the latter.
Thus, the Master Rationality Motive (MRM) is what sustains the search for
rational integration.

THE MASTER RATIONALITY MOTIVE AS A
PSYCHOLOGICAL CONSTRUCT

The psychological literature on individual differences in rational thought
does contain some attempts to measure the MRM. Epstein’s Head Over
Heart scale (a precursor to his rational-experiential inventory; see Epstein,
Pacini, Denes-Raj, & Heier, 1996; Epstein, Pacini, Heier, & Denes-Raj,
1995; Pacini & Epstein, 1999) is perhaps the measure with the most overlap
with the MRM (for relevant empirical work, see Bartels, 2006; Klaczynski &
Lavallee, 2005; Newstead, Handley, Harley, Wright, & Farrelly, 2004). Our
own actively openminded thinking scale (Stanovich & West, 2007) taps a
partially overlapping construct. Recently, however, we have tried to be more
systematic, and have compiled items from a variety of existing scales and
have tested new ones in an attempt to measure the Master Rationality

MASTER RATIONALITY MOTIVE 119



D
ow

nl
oa

de
d 

B
y:

 [J
am

es
 M

ad
is

on
 U

ni
ve

rs
ity

] A
t: 

18
:0

8 
27

 F
eb

ru
ar

y 
20

08
 

Motive in questionnaire form. A proposed MRM scale is presented
in Table 1.

My conjecture is that the MRM scale will tap an individual difference
characteristic different from cognitive ability (intelligence). Thus, it is
proposed that it is a scale that could capture unique variance in rational
thinking after cognitive ability has been partialled out. One reason for
making this conjecture is that there are already empirical indications that
more micro thinking dispositions can predict variance in reasoning tasks.
For example, various thinking dispositions such as need for cognition and
actively openminded thinking have been found to predict (sometimes after
control for cognitive ability) performance on a host of tasks from the
heuristics and biases literature (Bartels, 2006; Chatterjee, Heath, Milberg, &
France, 2000; Klaczynski & Lavallee, 2005; Kokis, Macpherson, Toplak,
West, & Stanovich, 2002; McElroy & Seta, 2003; Newstead et al., 2004;
Pacini & Epstein, 1999; Parker & Fischhoff, 2005; Perkins & Ritchhart,

TABLE 1
Items on the Master Rationality Motive scale

Item Source

Intuition is the best guide in making decisions. (R) Stanovich & West (1997)

Certain beliefs are just too important to abandon no

matter how good a case can be made against them. (R)

Sá, West, & Stanovich

(1999)

I am only confident of decisions that are made after careful

analysis of all available information.

Leary, Shepperd, McNeil,

Jenkins, & Barnes, (1986)

I do not like to be too objective in the way I look at things.

(R)

Leary et al. (1986)

After I make a decision, it is often difficult for me to give

logical reasons for it. (R)

Leary et al. (1986)

I believe in following my heart more than my head. (R) Epstein et al. (1995)

It is more important to me than to most people to behave

in a logical way.

Epstein et al. (1995)

I like to gather many different types of evidence before I

decide what to do.

New item

I don’t feel I have to have reasons for what I do. (R) New item

I like to think that my actions are motivated by sound

reasons.

New item

I like to have reasons for what I do. New item

I don’t like to have to justify my actions. (R) New item

If a belief suits me and I am comfortable, it really doesn’t

matter if the belief is true. (R)

New item

Item #2 from Facet 6 (Deliberation) of the Conscientious

domain of the NEO PI-R

Costa & McCrae (1992)

Item #4 from Facet 6 (Deliberation) of the Conscientious

domain of the NEO PI-R

Costa & McCrae (1992)

(R)¼ item reversed scored.
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2004; Shiloh, Salton, & Sharabi, 2002; Simon, Fagley, & Halleran, 2004;
Smith & Levin, 1996; Stanovich & West, 1998, 1999, 2000; Toplak &
Stanovich, 2002; Verplanken, 1993).

However, this previous literature differs from what I am proposing here
in two ways. First, the thinking dispositions that have been studied are at a
lower level of generality than the MRM (Perkins & Ritchhart, 2004).
Second, the criterion variables have been limited to aspects of instrumental
rationality—for example, how well people satisfy the choice axioms of
utility theory or the strictures of Bayesian belief updating. As such, the
criterion variables have reflected aspects of what has been termed a thin
theory of rationality (see Elster, 1983). Thin theories define rationality in
terms of current beliefs and desires. However, it is a broad notion of
rationality that is most likely to have a unique connection to the MRM.

Broad rationality encompasses a cognitive critique of the beliefs and
desires that are input into the implicit calculations that result in
instrumental rationality (Elster, 1983). Moving to a broad theory of
rationality will necessitate the evaluation of the content of desires and goals.
Although the axioms of instrumental rationality are well articulated, the
criteria for evaluating broad rationality are much more complex and
contentious. Nonetheless, some attempts have been made. For example, it
has been argued by several theorists that desires that, upon reflection, we
would rather eliminate than fulfil are irrational (see Nathanson, 1994).
Other theorists argue that conflicting desires, or desires based on false
beliefs, are irrational. Finally, it could be argued that the persistent tendency
to take actions whose expected utility is different from their experienced
utility is a sign of irrationality (Kahneman, 1994, 1999, 2003; Kahneman &
Snell, 1990; Kahneman, Wakker, & Sarin, 1997).

Nozick (1993) has made a somewhat more formal attempt to articulate
the principles for the evaluation of the rationality of preferences (see his
discussion of 23 criteria for the evaluation of preferences, especially
principles IV, VII, X, and XIV). Examples of his principles include: the
degree to which a person finds lack of rational integration aversive and is
willing to take steps to rectify it; whether the individual can state a reason
for all second-order desires; whether it is the case that a person’s desires are
not such that acting on them leads to irrational beliefs; whether a person
avoids forming desires that are impossible to fulfil; the degree of higher-level
evaluation undertaken; and others (see Nozick, 1993).

A broad theory of rationality will also emphasise the interplay between
epistemic and practical rationality in some interesting ways. For example, it
is relatively uncontroversial that it is rational to have derived goals. One
might desire to acquire an education not because one has an intrinsic desire
for education, but because one desires to be a lawyer and getting an
education leads to the fulfilment of that goal. Once derived goals are
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allowed, the possibility of evaluating goals in terms of their comprehen-
siveness immediately suggests itself. That is, we might evaluate certain goals
positively because attaining them leads to the satisfaction of a wide variety
of other desires. In contrast, there are some goals whose satisfaction does
not lead to the satisfaction of any other desires. In the extreme there may
exist goals that are in conflict with other goals. Fulfilling such a goal would
actually impede the fulfilment of other goals.

In the vast majority of mundane cases, one derived goal that would serve
to fulfil a host of others is the goal of wanting one’s beliefs to be true.
Obviously, perfect accuracy is not required and, equally obviously, there is a
point of diminishing returns where additional cognitive effort spent in
acquiring true beliefs will not have adequate payoff in terms of goal
achievement. Nevertheless, other things being equal, the presence of the
desire to have true beliefs will have the long-term effect of facilitating the
achievement of a host of goals. It is a superordinate goal in a sense and—
again, except for certain bizarre cases—should be in the desire network of
most individuals. Thus, even if epistemic rationality really is subordinate to
practical rationality, the derived goal of maintaining true beliefs will mean
that epistemic norms must be adhered to in order for practical goals to be
achieved.

My purpose here is not to provide a complete discussion of broad
rationality in the domain of desires and goals, but instead to simply sketch
the type of motive that might initiate the attempt to achieve rational
integration between first-order and second-order preferences. This essay
itself was in part meant to provoke a psychological research programme that
encompasses empirical investigations of the degree to which people engage
in a cognitive critique of their beliefs and desires. It is conjectured here that
the Master Rationality Motive will be strongly connected to differences in
the extent of this cognitive critique.

Of course I do not wish to paint the MRM in too essentialist a fashion
before investigation has even begun. The extent to which it is a generic
motive is yet to be determined. There may well be a good degree of domain
specificity in the extent to which people strive to achieve rational
integration. Nonetheless, some degree of domain specificity might not
necessarily be antithetical to the MRM construct. The logic of memetics has
suggested that there are individual differences not only among people but
also among the beliefs that they host. Importantly, beliefs differ in the extent
of their so-called adversarial properties (Blackmore, 1999; Dawkins, 1993;
Lynch, 1996)—how strongly they are structured to repel competing ideas.
Thus, how much the beliefs that are the source of higher-order evaluations
encourage or repel the process of rational integration may be quite variable.
This implies that domain specificity in rational integration could well exist
without domain specificity in the MRM construct itself. Issues such as this
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are the type of question about the MRM that future research will need
to answer.

Human thinking is not just confined to the pursuit of instrumental
rationality. Humans are also concerned about issues of broad rationality.
They attempt to critique current desires and goals using their metarepre-
sentational abilities. It is conjectured here that the critique itself—and the
consistency issues it raises—is driven by a distinctive thinking disposition at a
high level of generality, the Master Rationality Motive. Preliminary research
on related constructs encourages the view that this construct is measurable.
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